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ARTICLE INFO  ABSTRACT 
 
 

This work presents an empirical methodology for comprehensive measurement of innovation in 
companies with a database bias. The structure focuses on what is necessary to obtain a 
competitive advantage and the factors considered important for a company to remain active, 
which were found on extensive literature. This developed structure identifies, through scoring, the 
degree of innovation of a company, showing a correlation between data processing and the degree 
of innovation on the companies. To exemplify, this methodology was applied on Google, which 
obtained a very high score, which gives higher credibility to the methodology. 
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INTRODUCTION 
 
The usage of information technology is increasingly present in 
all companies of all sizes, but the vast majority of data 
generated by them is overlooked (underutilized, given the 
potential to become information) or used for internal data 
generation, by means of simple statistics. By using more 
robust tools, it is possible to extract non-trivial information and 
give greater support for decision-making. Nowadays, it is very 
easy to generate, store, transport and transfer data. For this 
reason, the treatment of this data can become a great 
differential for any company, because the information that can 
be extracted has the potential to be valuable. However, without 
proper treatment, the information is “hidden” inside the data. 
They need to undergo various treatments to become significant 
(SATHI, 2012). Hence, how can this data be relevant to 
innovative processes? 
 

Academically, the definition of innovation varies widely 
between authors, and can be wider, as in “making changes to 
something already established, introducing something new” 
(Oxford Dictionary, 1998, apud O'Sullivan, 2008); through  

 
 
definitions such as Schumpeter (1942), where innovation is a 
“creative destruction”, that is, to generate innovation, 
something old must be destroyed; and by Drucker (1969), who 
states that “the most productive innovation is a different 
product or service, creating a new type of satisfaction, rather 
than a simple improvement”; and finally arriving at more 
extreme definitions, where innovation must be something 
completely new and not simply an “upgrade” of something 
already existing (Franks, 2011). Of course there are 
intermediate definitions, one of which is proposed by Keeley 
(2015), which defines some topics on what or not innovation. 
The first is that innovation is not equivalent to invention. The 
second refers to the applicability of that innovation, that is, if it 
will bring some return to the user (much explored by Kusiak, 
2009). The third point is that little is really new, that is, all 
innovations are based on previously achieved knowledge 
(concept widely explored as “Adjacent Possible” by Johnson, 
2011). The last point concerns the fact that not all innovations 
are product-based: some of them may be procedural 
innovations or the way businesses are done. It is also important 
to understand how the database structure works and how they 
are ranked. There are several ways of processing data, 
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including statistical inference (also known as “traditional” 
way), data mining, big data use, machine learning, etc. 
(Mitchell, 1997; Witten, 2011; Franks, 2012). As shown in 
Figure 1, these forms of processing are interconnected 
(Cahoon, 2015). 

 

 
 

Figure 1. Relation between data processing methods. Adapted 
from Cahoon (2015) 

 

METHODS 
 
By using the data processing methods listed in Figure 1, it is 
possible to achieve competitive advantage (Mitchell, 1997; 
Witten, 2011), and this can be considered the most important 
factor for a company to remain active (Franks, 2012). Making 
only predictions about what your consumer wants (or who he 
is) will not bring great competitive advantage (Siegel, 2009), 
but this can be achieved by specific tools applied to the 
database mentioned above. Still according to Mitchell (1997), 
insight obtained by companies using any data processing 
(especially machine learning) is one of the interests of business 
and this is one of the biggest advantages of using data 
processing instead of classical statistics. However, it is still 
extremely difficult to know if the growth that the company had 
was due to a certain type of data processing, since there are 
innumerable external factors linked to the growth or decrease 
of a company. To try to solve this problem, a methodology is 
proposed that analyzes how innovative the company was in the 
period that it adopted some type of data processing, if it grew 
in that period (in relation to the value of its shares or value of 
gross revenue) and if it was considered innovative at the time. 
This methodology seeks to find a correlation between the 
complexity of data processing that the company uses and the 
degree of innovation achieved by it. To determine the level of 
innovation achieved, several authors were assessed, as shown 
on Chart 1 on the following section. As for the level of data 
processing complexity, a ranking score was created based on 
several authors and on Figure 1.It will be shown on the next 
section on Chart 2. As a comparison, a model on which tools 
can be used in each innovation situation was proposed by 
Kusiak (2009) so that the output of each prediction phase is the 
input of the next phase, but no reference was found that tried 
to measure directly this correlation. 
 

RESULTS 
 

In order to find a relationship between the degree of innovation 
of the studied companies and the types of data processing used 

in each case, a framework was developed to be applied on each 
of the cases. Scores were defined with different weights for 
each of the described criteria. All the metrics described are 
based on different Innovation Metrics, but the weights 
assigned to each of the criterion were chosen according to 
seminal authors in each of the areas and empirical observations 
of the authors of this work. This information can be found in 
the Table 2. The maximum theoretical score is 29 points, 
disregarding the possible points to be attributed by indirect 
techniques. Nevertheless, such a high score is highly unlikely 
because the company would have to have the 10 types of 
innovation proposed by Keeley (2015), have 100% of the 
departments with some focus on R&D, have a high number of 
patents and also be considered extremely innovative by the 
media and specialized rankings. 
 
Chart 1. Score table to rank the innovation degree of the for the 

framework. Created by the authors 
 

Category Feature Points Main Authors 

Traditional 
measures 

 

Statistics of 
R&D 

+1 to every 10% 
of R&D-focused 

departments 

Patel & Pavitt 
(1995). 

Patents 

+3 points above 
60 patents, +2 

between 30 and 
59 and +1 with 

at least 10 

Scherer 
(1965), Pavitt 

(1982) and 
Griliches et al 

(1991). 

 
 

10 types of 
innovation 

 

Profit Model +1 if present 

 
 

Keeley et al 
(2015). 

 

Network +1 if present 

Structure +1 if present 
Process +1 if present 
Product 

performance 
+1 if present 

Product system +1 if present 
services +1 if present 
Channel +1 if present 
Brand +1 if present 

Customer 
Involvement 

+1 if present 

Classification 
as an 

innovative 
company 

BCG Ranking 
+2 in the top 10; 
+1 to the top 50 

Tidd et al 
(1996). 

Indexes and 
local news  

+2 for high 
impact and +1 
for low and 
medium impact  

 
As for the ranking regarding the complexity of data processing 
on each case, a non-linear pattern was created, because it is 
much harder to upgrade from a simpler data-processing 
method to a more complex one (Mitchell, 1997). Also, since it 
is not easy to achieve a full usage of each data processing, a 
dual-type score was introduced, for situations where the 
company uses the technique plainly or approaches that data 
processing level. Chart2 shows how this ranking was arranged. 

 
Chart 2. Score table to rank the data processing complexity of the 

for the framework. Created by the authors 
 

Data processing  Approaches  Plain usage  
Manual process automation  +0 points  +1 points  
Big Data  +1 points  +2 points  
Data Mining  +1 points  +2 points  
Machine Learning  +2 points  +4 points  
Artificial Intelligence  +4 points  +6 points  
Expert System  +6 points  +8 points  
Reverse Engineering the brain  +8 points  +10 points  

 
Similarly to the previous ranking, the degree of complexity of 
data processing uses an extensive scale to minimize errors. 
Although it is easier to spot the use or not of a certain type of 

Traditional Methods

Computer Science
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Machine Learning
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processing, it is still difficult to define whether a company uses 
this technique plainly or not, so it was chosen to use a small 
difference between those two parameters. As previously 
discussed, if the rankings were used with primary data, a 
slightly greater discrepancy could be used. For this score, the 
maximum theoretical score is 33 points. Like in the previous 
ranking, it is extremely unexpected that the maximum score is 
reached, even more when taking into account the last level 
being studied. The present work seeks to explain exactly how 
database processing affects the processes of innovation within 
certain companies to be studied in situations that have actually 
already happened. As the conditions that occurred in that 
particular situation of the company are very hard to be 
reproduced, the strategy of case studies seems to be the most 
indicated. Several cases of companies that are interesting for 
the purposes of this work were studied, which were: Amazon, 
Credit Suisse Bank, Deezer, Google, Itaú-Unibanco, Netflix 
Prize, Original programs Netflix, UPS and Wolfram Research. 
The framework was applied on all of those companies, but as 
Google is a globally well-know company and its results stood 
out, it will be more detailed below. 
 
The Framework’s Application on Google: Google is a 
company known by the public as very innovative. It was 
founded Sergey Brin and Lawrence "Larry" Page in 1998 
when they were both PhD students at Stanford. Its main and 
best known product is its online search tool, but presently has a 
number of tools and products. According to the company's 
own website, there are more than one hundred products and 
Google alloys brands for users and more than twenty-five 
business (Google, 2017a). With so many tools, it is very 
difficult to analyze the data processing used by the company in 
a unified way, but the main focus of this work is to analyze its 
search engine in particular, mainly because it is the market 
leader, with over 67% of all searches conducted in the USA in 
2009 (Nielsen, 2009). When this search engine was launched, 
the internet was already an established tool and there were 
some search engines, especially Yahoo (Wall, 2017). 
However, Google’s search tool has become much more 
popular thanks to Page Rank, a technology that ranks sites 
according to the many terms of the search. This tool is even 
compared with the invention of the press regarding to the 
distribution of information and is nowadays is considered an 
indispensable tool, as compared by Vise (2007) in his book 
“The Google Story”. As discussed in the book, the companies’ 
tools are designed to solve problems first and then it is thought 
of how to monetize that particular tool. A very emblematic 
case concerning Google is the beginning of monetization of 
the search engine, which generates most of Google’s revenue 
today (Nath, 2014). Therefore, the case of the search algorithm 
will be studied. Despite extensive examples of data processing 
usage, it was not the focus of this work to study all the various 
tools of the same company. Google is a service company with 
several different types of data processing but here primarily 
will be studied the PageRank algorithm. 
 
The case studied is the product for which Google is best 
known. The main reason Google search engine is used instead 
to its competitors is its gratuity to all users, but still generating 
revenue for the company. Of course the speed and efficiency 
are also key factors on the users’ choice (Vise, 2007). First, the 
algorithm is an approximation of an expert system as most of 
Google's most popular tools, An example of another Expert 
System approximation made by Google could be Google Maps 
(Pejic, 2009). Explaining how Google's algorithm is not a 

simple task because, although quite stable now, the process has 
not always been the same. A simplified and intuitive way is 
explained by Cutts (2013) in a didactic example, showing how 
Google’s tool combines search terms and gives a weight to 
them according to the number of items found in each searched 
page (indexed) by the tool. This example can be seen in chart3, 
in which a search for the terms “Civil War” is performed. Each 
number on the table is a website, so it can be seen that on 
pages 8, 22 and 68 the two terms appear, therefore most likely 
they would appear first on the search engine. 
 

Chart 3. Example of Google search ranking. Adapted 
 from Cutts (2013) 

 
War 3 8  22 56 68 92 
Civil 2 8 15 22  68 77 
Both  8  22  58  

 
This example illustrates how the first search filter works. 
However, it is obvious that the presence or absence of the 
search terms is not the only factor used. To rank the results, the 
PageRank algorithm is used, which takes into account several 
factors, as explained in an article published by the very 
founders of Google (Page, 1999). The main comparison of the 
search engine to the real world is related to academic 
publications, pointing out that on the internet (even by the time 
of the publication of the article) it is much easier to publish 
any type of unverified information, while academic articles are 
thoroughly sorted. The algorithm created by them takes into 
account various factors such as the page title, the relevance of 
the links (how reliable are the links within the pages), the 
overall theme of the page, the number of visitors that site had, 
etc. To have a high ranking, a website must convince an 
important page or multiple less important pages to have a link 
that redirects to that page. Figure 2(A) shows in a simplified 
manner how the algorithm works in a weighted manner while 
Figure 2(B) shows it in illustrative and more technical way. 
 

 
 
Figure 2a. Simplified representation of a weighted network. The 

numbers on each page are the likelihood of someone randomly go 
to one of them and the numbers in the rows are the weight of each 
vote. Adapted from Page, 1999.Figure 2(B) – How Google search 
works starting fromany device. Adapted from Panda & Ofitserov 

(2012) 
 

Thus, it is clear how the algorithm tries to behave like an 
expert system by choosing pages for the user. Although there 
are many old details in the article of the founders of Google, 
more recently the algorithm also learn according to user inputs, 
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with emphasis on the usage of mobile and tools to find low 
quality websites (Google, 2017b). This feature also makes the 
algorithm a solid machine learning tool. With 
cloud processing methods, the use of Big Data is also a reality 
(Rijmenam, 2017; Google, 2017c).With those considerations, 
Chart 4 was created, reaching a score of 19 to Google on the 
data processing complexity criteria. 

 
 
 
 

  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Initially, Google was studied according to its data processing 
methods. Out of all the presented cases, on Google there is a 
strong tendency to process data with consumer insight to try to 
gain competitive advantage. Using traditional business growth 
tools and parameters, it can be seen how their growth occurred 
during the study period of each case Google had 23.2% 
average annual growth in the studied period
innovations took place (2005-2017). To demonstrate this 
amazing growth, in 2005 its revenue was $6,139 and in 2019 it 
was $161.857 billion (https://www.macrotrends.ne
charts/GOOG/alphabet/revenue). Finally, the company was 
evaluated in terms of innovation, which is shown on
This table presents the degree of achieved innovation for the 
company by applying the Framework. Google has reached a
total score in this criteria of 16. With Google’s and other 
companies data, a correlation chart was created to evaluate 
how well a company has performed in terms of innovation and 
innovation level and data processing complexity degree, as can 
see below on Figure 3. 
 

DISCUSSION 
 
This work aimed to find a relationship between the degree of 
innovation achieved by a company and the level of data 
processing it has presented during a set time period. 

Chart 4. Scoreregarding the Data Processing complexity level for Google

Google Manual process 
automation 

Big 
Data 

Plain Plain 
1 2 

 
Chart 5. Score regarding the Innovation level for Google. Created by the autho

Google 
Traditional Measurements

Statistics of  R&D 
3 

 

Figure 3. Correlation between of innovation level and data processing complexity degree. Created by the authors
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with emphasis on the usage of mobile and tools to find low 
quality websites (Google, 2017b). This feature also makes the 
algorithm a solid machine learning tool. With the evolution of 
cloud processing methods, the use of Big Data is also a reality 

With those considerations, 
Chart 4 was created, reaching a score of 19 to Google on the 

Initially, Google was studied according to its data processing 
all the presented cases, on Google there is a 

strong tendency to process data with consumer insight to try to 
gain competitive advantage. Using traditional business growth 
tools and parameters, it can be seen how their growth occurred 

od of each case Google had 23.2% 
average annual growth in the studied period in which the 

2017). To demonstrate this 
amazing growth, in 2005 its revenue was $6,139 and in 2019 it 
was $161.857 billion (https://www.macrotrends.net/stocks/ 

Finally, the company was 
evaluated in terms of innovation, which is shown on Chart 5. 

presents the degree of achieved innovation for the 
Google has reached a 

With Google’s and other 
companies data, a correlation chart was created to evaluate 
how well a company has performed in terms of innovation and 
innovation level and data processing complexity degree, as can 

This work aimed to find a relationship between the degree of 
innovation achieved by a company and the level of data 

has presented during a set time period.  

As it was observed empirically during the course of this work, 
it was not simple to evidence this relationship. The degree of 
innovation is not easy to measure and the degree of data 
processing is almost always part of the main strategies of 
companies; therefore, it is difficult to find information on how 
the data is processed by researchers outside their walls.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

However, when creating a methodology that intends to bypass 
those problems, some indications were found that this 
correlation actually exists. This influence and correlation 
between the two rankings could be better illustrated, as more 
case studies would be incorporated into the work. Advanced 
studies can benefit from the model created here and apply it to 
several other case studies, whether in the service sector or 
adapting it to different types of companies. It is also 
recommended that the internal staff of the companies present 
in the case studies check the information presented, but this 
can lead to a non-neutral result.
easier for companies to assess their
investigating their data processing, creating a function where 
the only variable would be the types of data processing that 
each company uses. This would certainly require several tests 
and many more companies of each type to valida
and be widely used. Google has shown very high indicators, 
with an innovation level of 16 and data processing complexity 
degree of 19, with the application of the developed 
Framework, showing that companies known to be both 
innovative and that uses complex data processing have high 
scores. 
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