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ARTICLE INFO  ABSTRACT 
 
 

The integration between Machine Learning (ML) and Fuzzy Systems is a recurring theme in the 
field of Artificial Intelligence (AI), specially regarding the deductive methods of a Fuzzy System, 
and, on the other hand, the inductive ones of ML. This article presents an experiment which 
integrates both approaches, thus showing that they may indeed be complementary. The 
experiments consists of providing a ML with a mechanism for automatic increment of its 
knowledge base by means of inserting examples (correctly classified by a Fuzzy Sistem) into 
supervised learning problems. Increment by means of inserting correctly classified examples 
allows for a growth of the base and an increase in the ML performance. Finally, in this experiment 
we show that (under certain conditions), a Fuzzy System ensures the correctness of those 
examples which will be inserted into the said base and thus ensures an increase in the ML 
performance. 
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INTRODUCTION 
 

ML applications are reaching a surprising number of fields, 
which in their turn, have been encouraging an increasing 
growth of research into ML. Extreme Machine Learning 
(EML) Huang, 2011; Huang, 2006; Zhai, 2016), Deep 
Learning Yann, 2015; Zhang, 2017), and its integration with 
Fuzzy Systems (Neuro-Fuzzy) BISWAS, 2016; Cpałka, 2013), 
are some examples of the developments in ML. In spite of 
these new approaches, the problem of classification (in 
supervised learning) essentially remains the same, that is, the 
learning method is inductive Hüllermeier, 2015).  A ML learns 
if its performance increases with the growth of its knowledge 
base in relation to a class of tasks” Mitchell, 1997). The growth 
of the knowledge base, in its turn, occurs by means of its 
increment by means of the insertion of new correctly classified 
examples. The main problem is: how can we ensure that those 
new examples shall be correctly classified? Even though, it 
may appear to be a problem regarding estimating the degree of 
trust of reliability or uncertainty in a Deep Neural Network 
(DNN) Chollet, 2018; LeCun, 2015; Good fellow, 2016) (there 
being several ways to estimate reliability of a classifier, be it 
with black box, autoencoder Good fellow, 2016), or softmax 
white box Agarap, 2019)), this article presents the assurance of 
the correctness of the examples classified by a Fuzzy System 

 
(under certain conditions). In this context, some questions 
arise, the first one being related to the use of a Fuzzy System as 
a validator of classfications made by a ML. That is, if a Fuzzy 
System correctly evaluates the classification of an example, 
then the ML is not necessary. However, as we shall see, a 
Fuzzy System will not always act, but each time it is activated, 
the knowledge base will be incremented with the insertion of 
the correctly classified example by the Fuzzy System. Another 
problem is this: our article is not about Machine Learning or 
Fuzzy System, but rather about integrating two environments, 
exploiting the deductive methods of a Fuzzy System and the 
inductive methods of ML. In Section II we show two 
environments, a ML and a Fuzzy System. We briefly describe 
their basic components. In section III, we show the material 
and methods employed. Section IV, in its turns, presents the 
results of the experiment, Section V, Conclusions, and finally 
we present our acknowledgements and our thanks in Section 
VI. 
 
Environments: In this section we shall briefly describe the 
basic components of a LM and of a Fuzzy System. 
 
Machine Learning (ML): Figure 1 show the scheme of a ML, 
which consists basically of a knowledge base and a learning 
algorithm. Data are structured in attributes and (in the case of 
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supervised learning) a class of each set of attributes Géron, 
2017 and Kotisiantis, 2007). Part of such data is used for 
training the learning algorithm while another part is used for 
testing and evaluating the LM performance. The more data 
used for training it, the better is the LM performance and the 
more data in training may then be obtained by increasing the 
base.  
 

 
 

Figure 1. Schematic representation of a LM which is composed of 
a knowledge base with a set of data (for training) and another set 

for tests, as well as of a learning algorithm 
 
Amongst learning algorithms, the most popular ones are: KNN, 

Tree, SVM and RNA Géron, Aurélien, 2017; Kotisiantis, 
2007). For the present experiment, we chose the tree learning 
as our learning algorithm (but, for the purposes of this work, 
the algorithm selected is not relevant). 
 
Fuzzy Systems: Figure 2 shows the scheme of a Fuzzy System 

Azeem, 2012; Zimmermann, 2010).  The basic elements 
that make up the system are: 
 

Fuzzy Curves: Fuzzy Curves, described by relevance functions 
express the knowledge base on the problem. They are built in 
the process of fuzzifying, which converts quantitative variables 
into linguistic variables. A fuzzy curve relates quantitative 
variables to the degree of relevance in all linguistic variable 
curves. Figure 3 shows an example of flowers classification 
which shall be describe in section III of this article. The curves 
in the graph represent the degree of relevance of the attributes 
in each class. In the example given, the attribute is petal_length 
and the graph describe the degree of relevance of the attribute 
in each of the classes that were defined as linguistic variables 
(setosa, virginica and versicolor). The making of fuzzy curves 
or relevance functions usually requires an expert, who will 
definee the shape of the curves and the attribution of the degree 
of relevance. However, from the initial base of knowledge, it is 
possible to generate fuzzy curves in a systematic manner. To 
construct those curves we organized the available data into 
classes and we calculated the data statistics for each class, 
particularly the maximum (Max), minimum (Min), mean (M) 
and standard deviation (Sd) 18). Using the trapezoidal form, we 
defined points a b c d, as shown in Figure 3, in such a way that 
the points in the interval a, b), by hypothesis, represent values 
with a maximum relevance degree equal to 1, that is: 
 

a=M - 2*Sd, b= M + 2*Sd, 
 

and we defined the points c d, which are the minimum and 
maximum values, respectively and around which the trapezoid 
fall is adjusted. Even though the Fuzzy System os of an 

imprecise nature (because it manipulates linguistic variables), it 
is important to point out that this very feature allows for a great 
ease of adjustments, especially regarding relevance functions, 
in such a way as to obtain the desired outputs. 
 
Base of Rules: The base of rules contains a set of rules which 
define the deductive nature of a Fuzzy System. The rules are 
applied upon the attributes, input variables, and they may be 
described in a simple manner by logical operators such as OR, 
AND (in conditional propositions and in non-conditional ones). 
Given a set of attributes and a classifier, we can write simples 
rules, such as: 
 
if attribute 1 AND attribute 2 OR attribute3 then output1 
 
if attribute 1   output 2 
 
In operations AND between two attributes the result will be the 
choice that has the lesser degree of relevance and in operations 
OR the greater degree of relevance will be chosen  
 
Relevance: Given a set of attributes for classification, inferring 
will consist in the parallel application of the rules through an 
aggregation process Azeem, 2012; Zimmermann, 2010; LIU, 
Feilong, 2008) which will calculate the relevance of a certain 
rule for the parameters of output and composition Azeem, 
2012; Zimmermann, 2010; Shahjalal, 2003, which calculates 
the influence of each rule in the output variables – such is the 
deductive mechanism of a Fuzzy System.  
 

De-fuzzifying: After inference, a geometric space e is 
generated, called fuzzy regions. De-fuzzifying consists in 
mapping those regions in quantitative values expected, that is, 
classifying the set of input attributes. Such process may be 
conducted by means of several techniques: Centroid, First-of-
Maximum, Middle-of-Maximum and Maximum-Criterium 
Azeem, 2012; Zimmermann, 2010).  
 

 
 

 

 

Figure 2. Schematic representation of a Fuzzy System. 
 
It receives quantitative values, constructs the Fuzzification 
curves employing linguistic variables, conducts the inference 
of the problem, de-fuzzifies and delivers at the outcome a result 
in a quantitative manner.  In summary, in the context of this 
article, a Fuzzy System receive as its input a certain set of 
attributes (numeric value), converts it into a linguistic domain 
(fuzzifying), conducts classification in the linguistic domain by 
means of applying a set of rules (inference) and then delivers in 
the output numeric values (de-fuzzifying), which, in their turn, 
can be mapped or adjusted for the desired classification.  
 
Still regarding environments, as indicated in section I, this is 
not a work about ML or about Fuzzy Systems, but rather about 
the integration of two environments as it will be shown in the 
next section.  
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Figure 3. Examples of Fuzzy curves resulting from the 
fuzzifying process. Points a e b, by hypothesis, represent the 
interval in which the attribute has the possibility of reaching 
the maximum degree of relevance 1,c and d are, respectively, 
the points of minimum and maximum for each attribute class – 
for the attribute petal_length. 
 

MATERIALS AND METHODS 
 
Integrating The Environments 
 
In this section, we describe a method for integrating LM and a 
Fuzzy System, in the context of this article. Figure 4 shows a 
representation of the system we propose. The sequence, in this 
method, is the following: 
 
 A new example is present to LM for classification; 
 ML conducts its classification; 
 ML makes a call to the Fuzzy System thus providing the 

classified example; 
 The Fuzzy System evaluates if the attributes whether the 

example are in a conflict region, that is, whether they are 
in a data region where the data are not linearly separable, 
which we shall call, in this article, DMZ. 

 If the attributes of the example are not in the DMZ, then 
the Fuzzy System conducts its classification and passes it 
on to the ML 

 If the classifications are different, then the one created by 
the Fuzzy System prevails and the example is inserted 
into the LM knowledge base. 

  If the attributes of the example are in the DMZ, then the 
Fuzzy System does not act and the knowledge basis of the 
ML is not updated. 

 
Then we observe that the Fuzzy System acts as a validator for 
ML under the condition that the attributes of the examples are 
not in the non-linearly separable region (DMZ). In section IV 
we describe an experiment which implements the integration 
we proposed in this section. 
 

 
 

Figure 4. Schematic representation of the integration of a LM and 
a fuzzy system. The LM receives a   new example, classifies it and 
then moves on to the new example for the fuzzy system make its 

classification and increment da knowledge base 

Experiment: The experiment consists in applying the method 
described in section III.1 to the known iris flower classification 
problem  
 
Knowledge base: The knowledge base consists of a set of 150 
examples of iris flowers classified into three different species, 
called setosa, virginica and versicolor; each one having 
example samples. Classification is conducted using examples 
with four attributes: petal length, petal width, sepal length, 
sepal width. Table I shows some examples of the knowledge 
base  
  
Development environment: The experiment was developed in 
the following environment: 
 
Hardware: Note Book SONY VAIO Notebook, 4 GB, 2.5 GHz, 
64-bit  
 
Software: Operation System Windows 10, Framework 
Spyder3, Python 3.7.3, libraries: numpy, pandas 1.16.4, 
scipy.org sklearn-0.21.2, scikit-fuzzy 1.16.4, scikit-learn.org. 
 
Procedure 
 
ML Classification: An initial knowledge base is defined, with 
a small number of correctly classified examples. The base is 
small at the beginning so that we can evaluate its growth and 
the performance as a function of the growth. The initial base is 
shown in Table I and contains only 6-tuples – they are two for 
each class. The learning algorithm employed here is the 
decision tree of the sklearn library, but it could have been 
another algorithm available. The examples are divided into two 
sets: one is for training and the other one is for testing, so that it 
allows for measuring the performance. The other examples of 
the set (a total of 144) were randomly submitted (individually) 
to the ML, which conducted its classification. 
 
Classifying the Fuzzy System: The Fuzzy System created for 
this experiment has the following basic components: a set of 
fuzzy curves (shown in the graph of Figure 5). The curves were 
generated according to the hypothesis given in the section II of 
this article. For the base of rules, three simple rules were 
defined:  
 

 
 
Table 1. Set of examples of the base Iris. Four attributes and three 

classes 
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Figure 5 Fuzzy Curves generated according to the section II of 
this article. There are four attributes, each one with a relevance 
function for each class (setosa, virginica and versicolor). For 
the Fuzzy System output, three variables were defined, each 
referring to one of the classes. Figure 6 shows the three 
possible fuzzy outputs where the classification of the example 
is setosa. In Figure 7, it is considered a case of DMZ, that is, 
the input data are not linearly separable. Even though it is 
possible to minimize or even eliminate this frontier region (by 
revising the rules or adjustments made in the degree of 
relevance of the attributes for each class), for the purposes of 
this article, we simplified the problem. In this case, by making 
the fuzzy system not act in updating the knowledge base of 
ML. 
 

 
Figure 6. Fuzzy Outputs: three outputs associated to the three 

classes The example is classified as versicolor 

 
Figure 7. Frontiers conflict, also called DMZ in this article. 

Uncertainty to classify as versicolor or virginica. In this case, 
fuzzy system does not increase the base 

 

ML integration x Fuzzy System: Having defined the 
environments, the next step is integration, as described in 
section III. We show three cases: In the first one, ML passes on 
the example classified by it to the Fuzzy System input, which 
then classifies it. If the fuzzy output is not in the DMZ and the 
ML classification is not equal to the fuzzy classification, the 
knowledge base is then incremented with the insertion of that 
example, a priori correctly classified by the Fuzzy System. In 
the first case, the Fuzzy system does not act and the ML 
knowledge base increment is updated with the classification 
conducted by the ML itself. The following are performance 
evaluation measures for ML and the Fuzzy System in these 
three cases. 
 

RESULTS 
  

Results are defined by two indicators, one being the ML 
performance as a function of the knowledge base increment 

and the other being the performance of the Fuzzy System when 
called for ML validation. The results are described below: 
 

ML performance with base increment by means of the Fuzzy 
System, without DMZ. To measure ML performance as a 
function of the knowledge base growth, the confusion_matrix{ 
Narkhede, 2018; Gonçalves, 2014) metrics is employed (from 
sklearn library). Figure 8 shows a sketch of the confusion-
_matrix, in the context of this article. It is observed the 
elements of the main diagonal represent the correct answers in 
classifying (true positive), while the other elements of the 
matrix show the amount of classification errors (false). Figures 
9 (a) e 9(b) show the results for the size of the base equal 50 
and 150, respectively. In this case, giving the ratio between 
correct answers (tp) and the total of evaluations – the result is 
0.5 for the case 9(a) and 0.88 for case 9(b).  
 

 
 

Figure 8 Structure of a confusion_matrix. The elements in the 
main diagonal represent the correct answers in classification (true 
positive) while the other elements of the matrix give the amount of 

classification errors (false) 
 

 
Figure 9(a). LM performance with the Fuzzy System acting, for a 
base size equal 50, giving the ratio between correct answers and 

totals, which results in 0.5. 
 

  
 

Figure 9(b). LM performance, with the Fuzzy System acting, for a 
base size equal 150, giving the ratio between correct answers and 

totals, which results in 0.88 
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ML performance with base increment without the Fuzzy 
System acting: 
 

 
Figures 10 (a) and 10(b) show two performances, for a base size 
equal 50 and 150, respectively, without the Fuzzy System acting. 
In this case, the ratio between right answers and totals is given, 

resulting in 0.4 for the case 10(a) and 0.3 for the case 10(b). 
 

 
 
Figure 10(a). LM performance without the Fuzzy System acting, 
for a base size equal 50, giving the ratio between right answers 
and totals, which results in 0.3. Figure 10(b) LM performance 

without the Fuzzy System acting, for a base size equal 150, giving 
the ratio between right answers and totals, resulting in 0.3 

 

 
 

Figure 11. shows the general performance of LM, with and 
without the Fuzzy System acting. Figure 11 General performance 

of LM with an increment of the knowledge Base – with and 
without the Fuzzy System acting 

 
Classifiers performance: To quantify the performance of the 
classifier Systems, that is, a Fuzzy System without DMZ (Iris 
Fuzzy) Fuzzy System with DMZ (Iris fuzzy DMZ) and wihtout 
Fuzzy System (Iris without Fuzzy), the measure of interest here 
is the number of classifications that are correct or the number 
of true positives (tp) versus the number of non-correct 
classifications, false positives (fp). For these cases, the curves 
of “receiver operating characteristic (ROC) Narkhede, Sarang, 
2018; Gonçalves, 2014) are the ones that best suit us. ROC 
Curves relate the occurrences of true positives with the errors, 
false positives. The performance is evaluated calculating the 

AUC (Area Under Curve) in the normalized graph of the ROC 
curves. The closer to 1 the are under the curve the better the 
classifier's performance and the closer to 0 the area the worse 
its performance. Figure 12 shows the ROC curves, generated in 
the experiment, for the classifiers. The results show us that the 
classification conducted by the Fuzzy System without DMZ 
(Iris Fuzzy) shows an AUC close to 1, that is, 100% right 
answers while the one conducted by the Fuzzy System with 
DMZ (Iris Fuzzy DMZ) and without Fuzzy System (Iris 
without Fuzzy) shows an UAC around 0.5%, that is, 50% 
performance. 

 
 

Figure 12. ROC Curves for the three cases. The Iris Fuzzy curve 
has an area equal to 1 (100% of right answers), while the other 

cases have an area around 0,5 – a performance of 50% 
  
Analysis of results: The results show that the Fuzzy System 
(Iris Fuzzy) acts in the increment of the knowledge base by 
means of inserting correctly classified examples, as the results 
shown in Figure 12 and that makes the base grow and thus 
allow for a better performance of the ML, according to the 
results shown in Figure 11. The results also show that Fuzzy 
System does not replace ML and it does not act as a validator, 
but merely helps it achieving a better performance by means of 
the increment of its base of knowledge. The base grows with an 
assurance of the correctness of the examples inserted into the 
Fuzzy System, which then show 100% of right answers (when 
it acts without the conflict region, here called DMZ). 
 

Conclusion 
 
The results show that it is possible to automatically increment 
the knowledge base of a ML using the Fuzzy System in 
classification problems applying the approach described here. 
However, for each case, different adjustments are required. 
Even though such systems works with imprecision and 
subjectivity, the Fuzzy System has an advantage: it makes it 
easier to adjust the curves and the rules so as to obtain the best 
result. The conflict region, here called DMZ is emphasized to 
show that the Fuzzy System may be extremely simplified, even 
when one does not know exactly the degree of relevance of the 
elements in the sets of attributes. Choosing the tree as the 
algorithm for training was not a choice based in technical 
criteria (it was merely a matter of what is used more often), but 
actually any learning algorithm could have been used. The 
greater purpose o this work is to show the viability of a simpler 
approach to improve the performance of a ML, not to be used 
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as a validator (which is the case of DNNs). This method was 
also applied to the problem of controlling environment 
variables (temperature, humidity, gases), with similar results.  
 
Even though we employed a very simple base, for didactic 
purposes, this does not invalidate the results thus obtained by 
employing such approach. However, it is necessary the apply in 
more complex bases which, in any case, can be decomposed 
into simpler bases. 
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