
  
 

 
 

 
 
 
 

EMBEDDED ARTIFICIAL INTELLIGENCE APPLICATION DEVELOPMENT PROPOSED FOR A 
PERFUME ENGINEERING DATABASE TREATMENT 

 
*1Antônio Ricardo D’Araujo Amâncio Oliveira, 2Mariana Lima Acioli Murari 

 and 1Paulo Caetano da Silva 

 

1Programa de Pós Graduação em Sistemas e Computação, UNIFACS, Stiep, Salvador - BA, 41770-235 
2Escola de Arquitetura, Engenharia e Tecnologia da Informação, UNIFACS, Stiep, Salvador - BA, 41770-235 

 
 

ARTICLE INFO  ABSTRACT 
 
 

Nowadays, databases are very useful for saving or registering data, information or events. 
Forecasting studies, autonomous decision-making control system became more accurate and easy 
to implement since databases had been invented. Artificial Intelligence applications show more 
and more effective when it comes to solving problems conventional computational algorithms 
cannot handle. They also show to be useful when the problem’s exceptions are unknown or 
cannot be easily determined. This paper also summarizes the programming and hardware 
platform choice process, in order to develop an AI application for treating Fragrantica’s perfume 
engineering unstructured database, by storing its information within structured XML documents 
and database. The platform choices were performed through special issues based available 
technologies comparative analysis. The developed AI application shall provide automatic 
retrieval of data from Fragrantica database, making possible the use of its information for 
perfume engineering related AI training. The main expected contributions are the converting 
procedures developed in order to turning unstructured data, as images and text, into XML 
structured documents which shall be extensible enough to support different context solutions.  
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INTRODUCTION 
 
Databases are important for keeping events records, 
monitoring and identifying trends, supporting decision 
making, and training artificial intelligence applications. The 
bigger the phenomena data the greater results coherence and 
accuracy attained performing such tasks. As the 
communication and information technologies evolved, 
international research supportive open access online databases 
became more common. However, there are many kinds of data 
stored under different multimedia content such as text, images, 
videos, and other kinds of non-structured data, so retrieving 
information from those databases can be a real challenge.   
Perfume engineering is responsible for developing several 
fragrances perceived in industrialized daily consumed 
products. It also demands database analysis through AI 
applications for perfume development, profit maximization, 
easing production and productivity management, forecasting 
 

 
 
product acceptance and consumption trend studies, and 
cognition of volatile components from product samples. 
Artificial Intelligence (AI) training requires extensive 
databases so that their predictions and actions correspond to 
those predicted with accuracy. The most convenient ways to 
store and sort data are not the best for processing them. When 
it comes to heterogeneous databases its necessary to treat and 
organize raw data before processing it, in order to ease AIs' 
training, implementation, and validation processes. Organizing 
and processing a heterogeneous database would require a 
careful item to item analysis. Handling it manually would not 
be practical given the amount of stored data. Conventional 
computational algorithms might not be suitable for converting 
images into structured data, once it demands pattern 
recognition and classification criteria are not Boolean. So, an 
AI application (AIApp) would better perform data extraction 
from such heterogeneous platforms providing specific 
treatment and organization. Programming platforms for AIApp 
development offer different facilities that impact applications' 
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compatibility, computational resource usage, complexity, 
efficiency, and ease of local or cloud implementation. C, Java, 
and Python are all valid programming platforms examples, but 
it’s important to compare them, from the AIApp demands 
approach, in order to find out which one better suits the 
solution's deployment. It is also important to choose a platform 
for embedding the AIApp which enhances or optimizes the 
application's performance, following an analogous procedure. 
This paper proposes an embedded AIApp for structuring and 
organizing a perfumery heterogeneous database through XML 
documents, hence XML has been adopted as a way to integrate 
multiple data sources and data formats in a standard format, in 
order to make its information useful for perfume engineering-
related AI training. The rest of this paper is organized as 
follows. Section II contextualizes why Fragrantica's database 
is the proposed AIApp's target. Section III presents a brief 
introduction to AI, the AI programming language choice 
process, the platform selection process for embedding the 
AIApp, and some researched AI applications and methods for 
image recognition. Section IV describes the proposed AIApp. 
Section V brings the conclusions and future works related to 
the proposed project. 
 
Fragrantica 

 
Fragrantica is a free access database example of perfume 
engineering with enough content available for AIs training, 
due to the number of specialists in perfumery and public 
conducted research deposed there over the years. However, it 
is filled with structured (numbers, keys, labels, etc.) and non-
structured (mostly images and text) data which makes it hard 
to retrieve useful computational information from it. 
Fragrantica’s database (Fragrantica, 2017) showed to be the 
one with the biggest amount of free available data, costumer 
perceptional research data, professionals and costumers 
feeding among different perfumery databases such as OSMOZ 
(Osmoz, 2019), basenotes (Basenotes, 2019), Now Smell This 
(NOW SMELL THIS, 2019), parfumo (Parfumo, 2016) and 
Michael Edwards (Michael Edwards, 2019). So, it was 
selected as the target database. Fragrantica’s database demands 
a specific data treatment that requires repetitive, accurate, and 
busywork data would be sorted in a standardized structured 
way, in order to become useful for computational analysis and 
AIs applications’ training. The proposed AI application shall 
provide automatic retrieval of data from the Fragrantica 
database, through pattern recognition and data sorting, making 
possible the use of its information for perfume engineering-
related AI training. 
 
Artificial Intelligence 

 
Artificial intelligence is a software system or mechanism based 
on human intelligence adaptation. The development of such 
“intelligent” machines and computers seek to optimize 
problem-solving for situations which require human reasoning 
to be achieved. According to Intel (2017), artificial 
intelligence, while supported by Moore’s law, promises to 
transform the society much more than industrial revolutions. 
This technique accelerates problem-solving in many areas such 
as medicine, finance, education, and science, because of their 
learning and decision-making capabilities. Solving a problem 
with traditional structural algorithms is a valid alternative 
when the proposed problem has some peculiar characteristics 
such as its solution has to be known and broken down into 
small, concise instructions; all of its exceptions must be known 

hence the inputs with unexpected exceptions are not handled 
properly. Alternatively, AI applications allow solving 
problems whose solution is unknown but learned by 
recognizing tolerance patterns and applications, both during its 
training and throughout its operation. They “learn” through 
self-modifying algorithms that increase or decrease the result 
acceptance over the standard used in their training. According 
to Intel (2017), they are mostly applied in pattern recognition 
and system behavior inferences research. The use of artificial 
intelligence for image recognition based on previously 
registered (“learned”) patterns increases every day. However, 
through the bibliographic survey carried out, no records about 
AI developed for perfume engineering-related database 
treatment were found. 
 

MATERIALS AND METHODS 
 
This section aims to present the methodology to select the 
technologies that will allow developing the proposed AI. It 
consisted of analyzing available technologies to verify which 
ones would better support the application’s development. 
 
AI programming language choice 
 
Several programming languages can be used for AI 
applications’ implementation. However, each one of them has 
its own peculiar aspects (load time, memory consumption, 
number of instructions, programming complexity, etc.) which 
makes a programming language better or worse than others for 
the solution’s development. The Fragrantica database has 
information such as product description, product fragrance 
composition, and customer satisfaction surveys organized as 
image files. The proposed AI application aims to process and 
convert image non-structured data into structured data. A 
programming platform analysis showed which one would best 
fit the solution needs. According to previously done 
bibliography research, the most used programming languages 
for image processing and recognition AI application 
development are Java, C++, and Python. An empirical 
comparison between seven different programming languages 
(C, C ++, Java, Perl, Python, Rexx, and Tel) was conducted by 
Prechelt (2000) and allowed verifying selection criteria for the 
most suitable one. In his case study, Prechelt (2000) obtained 
eighty codes in the evaluated languages developed by different 
programmers, but for the same purpose: to solve the phone 
coding problem. This challenge consists of associating 
telephone numbers, previously loaded in a file, with strings, 
returning all the possible words formed by each telephone 
number. Programs were compared considering different 
criteria such as loading and data initialization, processing, 
memory consumption, code extension, inserted comments, 
reliability, runtime, and productivity. The statistic results 
Prechelt (2000) obtained are shown in Figures 1 and 2. Based 
on Prechelt's (2000) data, Python codes had smaller 
programming time and also fewer code lines than those in C / 
C ++ and Java (Figures 1b and 2b, respectively). Programs in 
Java consumed more memory than Python, which consumed 
more memory than programs in C / C ++ (Figure 2a). Python 
programs had highest the boot and data loading time. On the 
other hand, Programs in C / C ++ were the fastest ones in this 
step. Java programs performed this task faster than Python 
ones but, slower than C / C ++ ones. Programs in Python spent 
less processing time than those in Java and C / C ++ (Figure 
1a), according to Prechelt (2000).  
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Figure 1 - Statistical performance comparison between C, C ++, 
Java, Perl, Python, Rexx, and Tel. Part 1. Adapted from Prechelt 

(2000) 

Analyzing the lines of code per program (Figure 2b) and the 
number of comments graphs, it is notorious C / C ++ programs 
require a greater effort to be performed and require greater 
programming care when choosing a suitable compiler and 
handling exceptions. Those comparatives analyze are only 
valid for the telephone code application. Shifting the 
application, the results obtained can be influenced by each 
language’s libraries and specific characteristics. Hence, 
different applications demand applying different libraries and 
functions set, as each one of them has its way to manage 
hardware resources, functions that accomplish the same task 
will have different computational cost for different kinds of 
solution development.  

 

 
 

Figure 2. Statistical performance comparison between C, C ++, 
Java, Perl, Python, Rexx, and Tel. Part 2. Adapted from Prechelt 

(2000) 
 

Aruoba and Villaverde (2017) performed comparative studies 
between different programming languages, (C ++, Fortran, 
Java, Julia, Matlab, Python, R, Mathematica, and hybrid 
programs) for a neoclassical stochastic growth model 
mathematical processing application. The tests were performed 
on Mac and Windows platforms using more than one compiler 
for the same language on both operational systems. The run-
time test (Figure 3) showed C ++ as the most efficient. Java 
programs were two to three times slower than C ++ ones. 
Python programs showed to be more than thirty times slower 
than the equivalent one in C ++, according to Aruoba and 
Villaverde (2017).  Comparing the codes extension for this 
application (Figure 4), Python codes, although slower, were 
smaller than Java ones, which were smaller than C ++ ones 
(Aruoba and Villaverde, 2017). No case studies comparing 
different programming languages related to image processing 
and recognition AI applications were found. Characteristics 
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such as multiplatform programs and the number of support 
tools (libraries), criteria were not discussed by Aruoba and 
Villaverde (2017) and Prechelt (2000) but had to be considered 
for selecting the AI language development. 
 

 
 
Figure 3. Relative program execution time. Adapted from Aruoba 

and Villaverde (2017) 
 
Java language showed an intermediate performance to Python 
and C / C ++ in both studies. Although it is slower than C 
ones, Java algorithms have fewer exceptions handling errors 
than C does. Even with shorter algorithms, Python proved to 
be less efficient than C and Java for loading files to be handled 
by the algorithm, which is a critical task for the proposed AI.  
C algorithms are faster than Java ones, but they aren’t fully 
multiplatform and suffer significant interference from the 
compiler used. On the other hand, Java is a multiplatform 
language, so, it demands no adaptation to run on any of the 
three main existing operational systems platforms (Linux, 
Mac, and Windows). The macroeconomics application 

required more mathematical content processing than the 
Prechelt’s (2000) test and Java showed better run time than 
Python. Access online data and operate XML files can demand 
high insensibility to exception treatment errors, hence it is not 
desired to corrupt data that shall be used for AIApp.  
 

 
 

Figure 4. Aruoba and Villaverde codes' length. Adapted from 
Aruoba and Villaverde (2017) 

 
The proposed application shall open, read, and create XML 
files, so efficiency when it comes to loading files to be 
processed is a relevant characteristic. Analyzing the amount of 
documentation and forums related to image treatment through 
AI available, for each one of the programming languages, Java 
platform showed to have the most extensive and consolidated 
documentation. Java also has a greater amount of image 
processing libraries, which may reduce the proposed 
application’s programming time due to code reuse. Even if the 
solution is developed in a cloud environment JSON would still 
allow implementing the AIApp in Java, despite programming 
complexity increment, hence it is possible to convert JSON 
(Ecma, 2017) to XML (Lian Quin, 2019) using Json.NET 
(Newtonsoft, 2019), for example. Considering Prechelt’s 
(2000) and Aruoba and Villaverde’s (2017) special issues Java 
programming language proved to be the most suitable one for 
the proposed AI application’s development. 
 
Platform selection for Embedding the AIApp 
 
According to the literature, three solutions were mentioned as 
suitable for embedding and processing image recognition 
applications: Raspberry (Figure 5b), for the proposed AI Cloud 
Computing Servers. The Arduino platform provides solutions 
in wiring code for image recognition and it is also compatible 
with Python code.  However, it was not considered worth due 
to the high processing and memory demand for proposed AI 
application before the actual micro-controller processing 
capacity.  
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Figure 5. Arduino (a) and Rapsberry (b) features 

For example, Bayir and Albayrak (2018) developed an 
Arduino -supported neural network model in order to obtain 
information about the general situations of beehives. However, 
tasks such as real-time measurement and prediction, and the 
neural network train quality were limited or compromised due 
to Arduino’s prototyping board lack of computational power. 
The Raspberry PI3 is a low cost, credit-card sized computer, 
which has a clock close to that of ordinary computers, has 
enough RAM and ROM for running the onboard plating along 
with an operating system, unlike Arduino micro-controllers. 
Despite showing greater computational power and resources 
than the Arduino prototyping board, Raspberry boards do lack 
processing capacity and go under short with some processes in 
image processing, when it comes to greater complexity 
treatment of unwanted variables and noises, which requires a 
high-performance cost of a processor. For example, Ortiz, 
Marin, and Gualdron (2016) developed a security system to 
generate an alarm event evaluating possible situations of 
robberies through computer visualization and a neural network 
AIApp within a Raspberry PI, whose greatest drawback was 
the impossibility to apply a treatment of unwanted variables 
techniques due to the board limited processor. Cloud 
computing helps to deal with several aspects related to the 
aforementioned challenges hence its computational power is 
not as limited as local devices (PC, prototyping boards) does. 
Cloud computing platforms put down obstacles such as 
updates, infrastructure, interoperability between devices, 
deployment cost, insufficient hardware resources, lack of 
scalability, and much more. But cloud IA applications 
demands high network bandwidth and low network latency 
(Zhang et al., 2018), which are critical QoS and QoE 
parameters. Bandwidth requirements depend on how many 
cloud users are online, how they are geographically distributed 
(tracking accuracy), and how the distribution scheme (which 
affects the virtual environment scalability) will handle it 
(Skorin-Kapov et al., 2004). Raspberry platform better 
supports AIApps than Arduino. Due to its low cost and 
complexity, Raspberry is more suitable for testing and 
validating AIApps. On the other hand, Cloud computing better 
suits AIApps definitive implementation and usage. 

 
AI applications and methods for image recognition 
 
The best suitable database treatment, through image 
recognition, solutions among the case studies identified in the 
literature review were Cannesson’s et al. (2007) and Pan’s et 
al. (2016). The former developed an application that 
automatically calculates the ejection fraction using two-
dimensional echocardiographic images. The application 
calculated values were similar to manual calculation results 
and also reached lower variability than traditional visual 
recognition. According to the American College of Cardiology 
Foundation, this AI has clinical potential. The latter developed 
a method of facial recognition for single-sample training image 
cases, through LPP (Locality Preserving Projection) and 
optimized features transfer. The true challenges for facial 
recognition methods and applications consist of inadequate 
image training samples from the same face (PAN et al., 2016). 
When there is only a single image sample to train the 
application, keeping up with accuracy becomes more critical. 
Several factors such as brightness and angle also make facial 
recognition a challenge. The conventionally used learning 
methods also struggle to deal with such obstacles (Pan et al., 
2016). According to Pan et al. (2016), there are two main types 
of single training sample image recognition methods: global 
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face recognition and local face recognition. The first one is 
based on Principal Component Analysis (vector 
orthogonalization for components transform, observations, and 
non-linearly correlated values). It provides generalization 
capability to applications. It can also be optimized through 
noise models depending on the kind of image selected. Global 
face recognition applications can also be trained in crafting 
virtual samples from the training images in order to increase 
adaptability. In Pan’s et al. (2016) case study, virtual samples 
were generated by adding noise, filtering, applying wavelet 
transform, applying image reconstruction (based on the 
Contourlet transformation), analyzing the image kernel main 
component, applying the discriminatory generalized analysis 
and generating multiangle features with Gabor filter.  
 
For Pan et al. (2016), feature transfer learning is an inductive 
one. So, considering a given source domain and task, a target 
domain and task, the feature transfer learning looks for a 
common LD (low-dimensional feature representation) that 
associates source tasks with target tasks by reducing the 
difference between them. According to Pan et al. (2016) the 
popular methods for LD face recognition, include Eigenface, 
Fisherface, and Laplacianface. The most important task is 
processed in the transfer source selection stage, where each 
selected sample which shows the same target training sample 
macro characteristic, pass through the further feature transfer 
steps: source images selection; true testing sample 
replacement; and source images of the macro characteristic of 
the testing sample selection. The algorithm validation used 
NIST’s FERET (Face recognition technology) data and the 
results obtained (such as features extraction and global 
information loss) were better than those from other methods 
described by Pan et al. (2016) in their paper, considering the 
receiver operating characteristic curve of each one of them.  
An attenuation correction synthesis for Positron Emission 
Tomography (PET) data was proposed in Burgos et al. (2014) 
case study. It says that PETs and Magnetic Resonance (MR) 
imaging scanners must have their data photon corrected in 
order to provide greater precision in neuro-oncological, 
epileptic, and neurodegenerative diseases detection. According 
to Burgos et al.  (2014), the most used techniques that perform 
this image treatment are emission, segmentation, and 
approaches based on atlas. The first one of them estimates 
attenuation maps based on exploiting information in the PET.  
 
The segmentation-based methods apply uniform linear 
attenuation coefficients to tissue classes from MRI (magnetic 
resonance image) segmentation. Atlas-based methods use 
models from patient data and apply attenuation maps to 
deform it in order to match the patient’s anatomy. The method 
proposed by Burgos et al.  (2014) follows the principle of 
multi-atlas propagation. It exploits the concept of 
morphological similarity in order to synthesize an attenuation 
correction map from an MRI. The main challenge is that linear 
coefficients for body tissues, air, and sinus tissue, for example, 
have very close coefficients and are not easily differentiable. 
Thus, images' generation and reconstruction algorithms must 
have the robustness to perform satisfactory accuracy. The 
algorithm uses a pre-acquired set of aligned MRI/CT image 
pairs, from multiple subjects. The code generates the CT 
(computed tomography) intensities, corresponding to similar 
MRIs, by propagation in a voxel-wise fashion. An atlas 
database with pairs of T1-weighted MRI and CT brain images 
in Burgos et al.  (2014)’s algorithm validation experiment. The 
similarity measure shows the match quality between the target 

subject MRI and each of the warped atlas database MRIs. The 
convolution-based fast Local Normalized Correlation 
Coefficient (LNCC) and the local Normalized Sum of Square 
Differences (NSSD) were the criteria used to evaluate the 
similarity measures. The developed application validation 
consisted of applying data from 41 different patients. The same 
test was performed by currently used platforms. The accuracy 
criteria for pseudo-computed tomography and for the 
attenuation map were previously set. These criteria ended up 
being the method’s most outstanding advantage before the 
conventional ones in the PET generated image reconstruction. 
The method and results presented by Pan et al. (2016), might 
be useful for developing the proposed solution hence 
Fragrantica’s online database only has one image sample for 
each perfume, whose data and information shall be extracted 
and regrouped. The image classification accuracy criteria, the 
image segmentation approach, as well as the voxels treatment 
applied in Burgos et al.  (2014) case study, shall be used to the 
proposed solution for the Fragrantica database at the results 
validation stage and during the image information extraction 
and treatment stage. Both special issues difficulties and 
obstacles shall perform during the development of the 
proposed IA, so the presented solutions shall provide 
directions about how to deal with the upcoming ones. 
 

RESULTS 
 
A method, a system, and a program product for searching 
unstructured data, through SQL query, were developed by 
Choi et al. (2006). It searches the unstructured data, as text 
data or image data, returns the search results, and makes the 
attributes available as structured data in a relational SQL 
database. A method and apparatus for organizing and 
integrating structured and non-structured data across 
heterogeneous systems were developed by William et al. 
(2005). The invention identifies, aggregates, and makes 
accessible information from multiple heterogeneous files. 
Even though methods and strategies for turning unstructured 
data into structured data are extensible to different 
applications, its processing and treating make each developed 
solution specific or even unique due to databases specific 
information content. Fragrantica’s database has its information 
organized as text and images sets. Each one of them demands 
different kinds of processing and treating steps before being 
converted in a structured data format as XML which has been 
adopted as a way to integrate data in a standard format (Santos, 
201X). Whenever a user or an external source (another AIApp, 
for example) requests specific perfumery information, if there 
is no structured data previously retrieved, the proposed AI 
application shall interact with Fragrantica’s online database, 
through unstructured data searching mechanisms.  
 
Once requested data is found, applying an AI algorithm for 
classification, it is converted into structured data. Then, it is 
saved within an XML document which is returned to the 
requester as search results and stored in an XML database for a 
future retrieval request. Storing retrieved data into XML 
database decreases the system computational cost and effort, 
hence it has to perform navigation and information gathering 
through XML mechanisms as XLink (W3C, 2010), XLpath 
(Santos, 201X) or XPath+ (Silva, 2009) instead of interacting 
with Fragrantica’s database and running the AI algorithm in 
order to perform the same procedure. The proposed solution 
has a two-step implementation model (Figure 6). The first step 
(Figure 6a), is for testing, evaluation, and validation purpose. 
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Some Fragrantica’s database webpages reference will be 
available in a local (micro-controlled board, such as 
RaspBerry) directory as well as the Java AI Application and 
the XML database. The device’s internal storage size will not 
be a problem due to its extensibility through SD cards inserted. 
Java has interoperability between operating systems (OS), so a 
RaspBerry device running a version of Linux OS, will not add 
extra costs to the project. 

 

 
 

Figure 6 - Fist implementation step (a) and second 
implementation step (b). 

The update step will be a user-requested operation which will 
be demand data retrieval step if it has never been done before 
with the device. So, the user will be asked about which product 
name he or she desires to get information from. Then, the 
developed application shall automatically access Fragrantica’s 
database, extract the product-related images aside from other 
unstructured data and, generate an XML file containing a table 
filled with the searched product information. The information 
will be returned to the user and recorded in the XML file 
which will be used as the reference for sample comparison 
when the same information is requested twice or more.  The 
Java programming environment NetBeans8.2 is compatible 
with a plenty of libraries and functions which will provide the 
unstructured data treatment, the XLM with plenty of 
interaction between the application and the Fragantica’s online 
database. As discussed in section III, RaspBerry Device 
struggles handling the advanced image processing demanded 
by the solution proposed, however, it allows checking 
application’s functionality, AI calibration accuracy and testing 
developed search mechanisms parameters through a low-cost 
prototyping platform.  In order to test Fragrantica’s 
unstructured data conversion into XML structured data 
(second step), any discussed micro-controlled board will not 
provide the computational power demanded or meet QoS and 
QoE parameters. So, a cloud domain implementation (Figure 
6b) would work properly, as discussed in section 3.2. In a user 
or external request, the cloud application will fist navigate its 
XML online database searching for the information. If data is 
already available within an XML document, it is returned to 
the requester. If no data is found, the cloud AI application 
searches for it on actual Fragantica’s online unstructured 
database. Once it is identified, the data converting process gets 
started. The retrieved structured data returns to the requester 
and it is also stored as an XML document in the online XML 
database. 
 

DISCUSSION 
 

The image recognition and database reorganization with 
artificial intelligence application development is necessary 
since the bibliographical survey did not reveal any developed 
tool capable of treating Fragrantica’s image database. The 
main expected contributions are the converting procedures 
developed in order to turn unstructured data, as images and 
text, into XML structured documents for both platforms: 
RaspBerry and cloud. While the former provides low-cost 
functional verification and prototyping the latter shall grant 
computational power, QoE, and QoS parameters for 
converting Fragrantica’s unstructured data into XML 
structured data.   Despite the information retrieval procedures' 
strict specificity, which makes it harder to extend its usage to 
other applications, the aforementioned ones shall be extensible 
enough to support different context solutions. As a future task, 
the proposed AIApp shall be deployed, using the selected 
technologies among the ones discussed in this paper, and the 
results obtained will be discussed as well as eventual QoS, 
document structuring and any other relevant issues faced. 
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