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ARTICLE INFO  ABSTRACT 
 
 

Aims: Evaluate the most adequate Machine Learning models to the analysis of inconsistencies 
and irregularities on the final values on the bills presented to the health care plan operator. 
Methods: 1,602 medical bills’ receipts regarding caesarean hospitalizations, 50.20% of the 
receipts being inconsistent and 49.80% of the receipts  not presenting inconsistencies. The 
selected documents are from the period between 2015 a 2019.  Nine important variables on the 
charge receipts auditor ship were selected, logistic regression algorithm and K-Nearest Neighbors 
(KNN) algorithm were the classification ones and the observation set was divided in data to the 
training and the test, in order to verify if the model presented good predictive performance on 
both steps. Root Mean Squared Error (RMSE), confusion matrix, accuracy, sensibility and 
specificity were calculated and the Receiver Operating Characteristic curve was designed. 
Results: A 666.82 RMSE on the test phase, which is considered a expressive value, informing 
that the linear regression model didn’t get a good predictive performance on the study. KNN 
algorithm with a 91.20% accuracy level and 91.52% accuracy on logistic regression, on a 0.63 
threshold (cutoff), showing a good prediction performance to both models and a small significant 
difference between them. Conclusions: The results found on this study show that only the KNN 
models and logistic regression present themselves as a satisfactory tool on the classification of 
inconsistent receipts. However, the logistic regression model was better because the KNN model 
needs a superior computational capacity and, when it is applied in a real scenario with a bigger 
quantity of data, the processing time would be slow. In the future, adopting the classification 
models, the medical bills auditor’s focus could be directed to the bills classified as inconsistent, 
dismissing the necessity of all the bills received, making the auditorship process assertive and 
agile. 
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INTRODUCTION 
 
The auditorship is a tool that evaluates the management quality 
system’s level, in order to avoid waste and irregularities on the 
invoices of services provided by entities.   

 
 
This tool has become very present on health institutions. The 
auditorship on the health system, according to Lima and Erdmann 
(2006), is a periodic evaluation method of institutional resources of 
each hospital, as a guarantee of quality on the assistance provided to 
the client.  
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The supplementary health operators generate a large quantity of data 
on a daily basis, which motivate the search for evaluation methods 
that can make possible the identification of irregularities and 
inconsistencies on bills in order to put them through auditorship, as a 
way to verify the characteristics of the medical solicitations to 
medicines and materials. In this context, the technology tools are 
important because they turn the auditorship process more efficient as 
analyse large quantities of information. Among this tools, we 
highlight the Artificial Intelligence (AI), which are used to improve 
and accelerate the decision making processes. A few examples of 
their use can be found on the work of Borges et al. (2020), where AI 
implications were identified on intern auditorship processes and on 
the work of Paulo et al. (2018), studying the use of Machine Learning 
(ML) on public bills’ control practices. Machine Learning, an AI 
branch, is a learning method based on the idea that algorithms can 
embrace existing data structure and generate prediction rules to future 
decision making (LEI et al., 2020; WARING, LINDVALL, 
UMETON, 2020).  Between the leaning options, two techniques are 
highlighted: not supervised apprenticeship, when the algorithm is 
trained only with predictor variables, or supervised apprenticeship, 
when the algorithm is trained with predictor variables and the answer 
variable of interest known (ZHAIL et al., 2020; SALLOUM et al., 
2020). Therefore, the supervised technique is the most adequate to be 
used in auditorships and makes possible the evaluation of bills that 
show inconsistencies and irregularities (PAULO et al. 2018). This 
study had as goal the evaluation of the most suitable ML methods to 
the inconsistencies and irregularities analysis on the final values of 
bills presented to the health care plan operator.  
 

MATERIALS AND METHODS 
 
The present work was an accuracy test that compared traditional 
auditorship methods with the existing Machine Learning ones. 
Initially it was determined which data would be used to do the test. 
The data were selected by the regularity and the completeness and the 
absence of failures of information, which would make necessary the 
additional research and/or polishing of these. We selected 1,602 
medical bills’ receipts regarding caesarean hospitalizations, from 
which 805 knowingly had some kind of inconsistency, because they 
have been through previous auditorship, showing that 50.20% 
presented inconsistencies and 49.80% didn’t. In order to access this 
information, a data base from a health care plan from São Paulo state 
was used. The receipts were from a 5 year gap, a period between 2015 
and 2019. For privacy precautions, the data base on this study remains 
anonymous, using the suppression technique (KOHLMAYER, 
PRASSER, KUHN, 2015), according to the Health Insurance 
Portability and Accountability Act (HIPAA). In the data base used, 
nine of the most relevant variables were selected on the auditorship of 
the charging bills, presented on Table 1.  
 

Table 1. Selected variables and their descriptions 
 

Variable Variable Description 
NHD Number of hospitalization days 
Proc1 Another procedure authorized alongside the caesarean 
Proc2 Another procedure authorized alongside the caesarean 
CPA Caesarean’s patient age 
KA Kind of accommodation (shared with two or three beds 

or private) 
NBT Number of births in time 
NPB Number of premature births 
HBTV Hospital bill total value 
Separate Categorical variable, which the value 1 indicated the 

existence of inconsistency and the value 0 indicated the 
absence of inconsistency. 

 

 
Consequently, it was determined, according to the variables, which 
algorithms would be tested. The supervised model is divided in: 
classification algorithm (to answer variable qualitative, nominal or 
ordinal) and regression algorithm (to answer variable quantitative, 
discreet or continuous). Therefore, on the algorithm classification set, 
the following were chosen: logistic regression algorithm (LATTIN, 
CARROL, GREEN, 2015), for being one of the more traditional 

techniques and its linearity and high interpretation capacity of 
parameters and stability through time, as described by Olivera et al. 
(2018) and the K-Nearest Neighbors (KNN) algorithm, because it is a 
simple algorithm, with a guarantee of theoretical performance, 
according to Buza et al. (2015) e Raschka & Mirjalili (2018). Among 
the regression algorithms set, the linear regression algorithm was 
chosen (MORETTIN & BUSSAB, 2017), for originating a lot 
contemporary tools (SANTOS, 2018). On the model’s adjust step, the 
set of observations was divided in data to the training and to the test, 
in order to verify if the model presented good predictive performance 
on both phases. The most used divisions are 60 % to 80% to the 
training and to the test, 20% to 40%.  It’s important to say that the 
proportion of the data to the training must be bigger than to the test 
(SANTOS et al., 2019). Some algorithms are more complex and other 
less, the main problem with the ones with bigger complexity is the 
overfitting, which means, they model well the data on the steps of 
training and test, but don’t present a good predictor performance to 
future data and this occur because the model memorize the data 
instead of understanding the pattern.  
 
On the Machine Learning supervised algorithms, the n observations 
of the set are represent by xi, j, i= 1, 2,…, n e j =1, 2,…, p, called 
explanatory variables and yi is the answer variable of interest, The 
most important characteristics of the chosen models are described 
below: 
 
Linear Regression Algorithm: The linear regression algorithm is 
used to regression problems, which objective is to predict continuous 
answers. One of the purposes of the model is the interpretation of the 
predictor variable’s interpretation xi and the answer variable yi. This 
relation is represented by the following equation:�� = �� + ����,� +

����,� + ⋯+ ����,�, where β0, βj, j = 1, 2, 3, …, p, are unknown 

parameters. In this scenario, the objective is to estimate the equation 
parameters that better describe the relation between the explanatory 
variables and the answer variable, for the purpose of using on the 
prediction of the answer in a new data set. From the training data, the 
least squares method will be used to estimate the parameters values 
which minimize the Residual Sum of Squares (RSS), given by the 
following equation: RSS = ∑ (�� − ���)

��
��� . To each parameter value 

we’ll have a result to the sum of squares and the solution is choosing 
the values that will make this sum the least possible (MORETTIN & 
BUSSAB, 2017). 
 
Logistic Regression Algorithm: The logistic regression is a model 
used to problem classification, aiming to predict the probability of 
each xi observation belonging to one of the answer categories. To this 
model, the answer variable is binary, which means, yi takes on two 
values, 0 or 1, representing “failure” or “success”, respectively, 
highlighting that “success” is the event of interest. That way, the 
simple logistic regression is expressed by: P(� = ��/��) =

�
���∑ ����.�

�
���

���
���∑ ����.�

�
���

, where β0, βj, j = 1, 2, 3, …, p, are unknown 

parameters. One of the estimation methods frequently used to this 
model is the maximum likelihood method, which expression. Is given 

by: L(�) = ∏ �(� = ��/�)
���

��� �1 − 	�(� = ��	/	�)�
����

. So, in 
order to obtain the parameters estimators, the L(β) function must be 
used (LATTIN, CARROL, GREEN, 2015). In this model, the 
important is choosing the cutoff to the estimate probabilities P(Y=yi 
/xi) above 0.5 belonging to the category with the event of. This is also 
known as threshold. 
 
K-Nearest Neighbor Algorithm (KNN): The KNN algorithm is one 
of the most known. The goal is to estimate the category of a new 
sample and to look for the K-nearest neighbors to it, in a set of known 
data, according to a defined distance measure. On the training phase 
of the closest K-neighbors model there are two important choices: the 
k number of nearest neighbors to the new sample and the distance 
measure responsible for choosing the k neighbors (RASCHKA & 
MIRJALILI, 2018). The k value is defined as a quality representation 
of nearest neighbors which will be used to check which category the 
new sample belongs to.  
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The model uses the proximity between the new sample (��,
∗ j = 1, 

2,…, p) and the explanatory variables pf the training set to define a 
neighborhood. In this context, a very used model is the Eucledian 
distance, which measures the proximity and it’s written like: 

d(�∗, ��) = �∑ ���
∗ − ���

��
� . On the test phase, after defining the 

number of neighbors, the distance measure to be used is calculated. 
The most recurring category observed on the ��

∗ neighborhood will 

represent the new sample (RASCHKA & MIRJALILI, 2018).  During 
the selected models training and test phases, the following metrics 
(BATISTA & FILHO, 2019), summarized on Table 2 were used to 
evaluate the performance of the supervised learning predictor models. 
 
Table 2. Description of metrics used to evaluate the algorithms’ 
performance 
 
Algorithm Metrics used to evaluate the 

performance 
Description 

Regression Root Mean Squared Error - 
RMSE. 

The Root Mean Squared Error 
(RMSE) is given by:���� =

�
∑ (������)

��
���

�
. The RMSE value 

will be small, if the predictor 
values by the model are close to 
the values observed. This 
indicates a good algorithm 
performance (VANDEPUT & 
FORECAST, 2020). 

Classification The confusion matrix, illustrated 
on Table 3, describes a crossed 
tab between the real and the 
predicted category, where the 
main diagonal represents the 
correct classifications (TN e TP) 
and the other diagonal indicates 
the classification errors. (FN e 
FP). 
Based on the matrix confusion, 
the accuracy, sensibility and 
specificity are calculated from 
the threshold* chosen. 

Accuracy 
�����

(�����������)
 is the 

success proportion. 

Sensibility 
��

(�����)
, is the 

proportion of true positives 
correctly identified. 

Specificity 
��

(�����)
, is the 

proportion of true negatives 
correctly identified. 

ROC Curve (Receiver Operating 
Characteristic). 

It shows how the sensibility 
varies with the specificity to 
different thresholds*, so that the 
algorithm performance is 
evaluated by the area below the 
curve area under the ROC curve 
(AUC). The bigger the AUC, 
better the algorithm 
performance. 

TN - true negative; TP - true positive; FN - false negative; FP - false positive 
*threshold: the cut separating categories 

 
Table 3. Confusion Matrix to binary classification 

 

 Predicted category 

True class Absent Present 
Absent True Negative (TN) False Positive (FP) 
Present False Negative (FN) True Positive (TP) 

 
All the steps to models prediction were built on the Python language, 
version 3.6, using the Anaconda 2020.02 ambient, with Jupyter 
Notebook - Python IDE, alongside scikit-learn libraries, version 
0.22.1, pandas, seaborn and Matplotlib version 3.2.1 
 

RESULTS AND DISCUSSION 
 
On Table 4 are presented the results of the training and test phases of 
the selected predictor models.  
 
Table 4. Algorithms training and test 
 
To the linear regression model, only 797 receipts with no 
inconsistencies were used, from the 1,602, aiming to predict the 
correct values. Using separated receipts to the test phase, the RMSE 
value of 666.82 was calculated, which is this algorithm’s metric, 
presented on Table 2.  
 

Table 4. Algorithms training and test 
 

Algorithms Linear regression KNN Logistic regression 
Training 
Sample size 597 

75% in 797 
No inconsistency 

1,202 
75%  
in 1,602 

1,202 
75% in 1,602 

Predicted category NHD NHD NHD 
Proc1 Proc1 Proc1 
Proc2 Proc2 Proc2 
CPA CPA CPA 
KA KA KA 
NBT NBT NBT 
NPB NPB NPB 
 HBTV HBTV 

Response variable HBTV Separate Separate 
Test 
RMSE 666.82   
Threshold   0,63 
Accuracy  91.2% 91,52% 
K  9  
TP (Sensibility)   216 (0.98) 
FP   31 
TN (Specificity)   151 (0,82) 
FN   3 

 
This value is considered large, informing that the linear regression 
model didn’t have a good prediction performances to the study.  In 
hopes of predicting the classification of future inconsistencies, the 
logistic regression models and the KNN were used. To both models 
the 1,602 receipts were used. The performance of the models was 
obtained on the test phase, calculating the accuracy, which is the 
metric utilized to these algorithms, presented on Table 2. To the 
KNN, the accuracy level was 91.20% with k = 9 (number of closest 
neighbors) and, to the logistic regression, the accuracy level was 
91.52%, to a 0.63 threshold (cutoff). Regarding the accuracy level, it 
was observed a good prediction performance to both models and a 
slightly significant difference between them. However, it was took 
under consideration the KNN model  computational cost compared to 
the logistic model, which presents a bigger processing time 
(BATISTA & FILHO, 2019). Aiming to show the assertiveness and 
the performance of the logistic regression model, it was calculated the 
sensibility (0,98), where the TP (True Positive) value was 216 
receipts and the FP (False Positive) value was 31 receipts, meaning 
that only a small part of documents was analyzed unnecessarily and 
the specificity (0,82) was calculated, where the  TN (True Negative) 
value was 151 receipts and the FN (False Negative)  was 3 receipts, 
meaning that only a small part of receipts were paid when there was 
inconsistency. 
 

 
 

Figura 1. The logistic regression model’s ROC Curve 
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To validate the performance of the model, the metrics value was also 
calculated (Table 2) AUC ROC (0.971), according to Figure 1, which 
proves the good performance. Therefore, the KNN models and 
logistic regression present the best performance on the receipts with 
inconsistencies classification, according to the metrics values 
calculated. Although, the logistic regression model has a better 
performance compared to the KNN model due to the smaller 
processing time, given that processing speed is necessary on daily 
work. (BATISTA & FILHO, 2019). 
 

CONCLUSION 
 
The supplementary health care operators generate a large number of 
data, motivating the search of agile methods on the identification of 
inconsistencies on bills that go through auditorship. In this context, 
three supervised models were analyzed to 1.602 medical bills’ 
receipts. Even if the sample is small, it represents data that will be 
further observed because they will follow the same pattern from 
where the sample was taken off. The results found in this study allow 
the observation that only the KNN models and logistic regression 
present themselves as satisfactory tools on the classification of 
receipts with inconsistencies. Despite that, the logistic regression 
model displayed itself as better, because the KNN model needs a 
bigger computational capacity and, when applied to a real scenario 
with a larger number of data, the processing time would be slow. In 
time to come, when adopting classification models, the medical bills’ 
auditor focus can be dragged to the bills classified as inconsistent, 
dismissing the necessity the total analysis of received bills, making 
the auditorship agile and assertive. 
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