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ARTICLE INFO                          ABSTRACT 
 
Baropodometric systems are using the area of Artificial Intelgence (AI), more specifically 
machine learning to classify type and step from data collected by sensors. We observed, in most 
of the works found in the literature, the use of MLP-type Neural Networks for the classification 
process, which requires a large amount of data and a high computational cost and processing 
time. This article proposes a methodology that goes in the opposite direction, that is, low data 
volume with low processing time and cost, in addition to a dynamic configuration of the 
classification environment, through the insertion or removal of modules, according to quantity 
and quality of the data collected by the sensors. 
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INTRODUCTION 
 
ML applications are reaching an increasing number of knowledge 
areas, in particular Baropodometric Systems for type classification 
and stepping for the identification of postural problems in human 
beings [1][2]. The literature shows the use of MLP-type Neural 
Networks [3][4] for classification in most Baropodometric Systems. 
Neural Networks, although they present a good performance in the 
classification process, are “black box” solutions, they require a large 
knowledge base, Deep Learning [5][6] in addition to a high cost and 
processing time, being unfeasible for use in embedded systems, which 
are lighter and more practical to work with data collected by sensors. 
This work proposes an alternative for classification that requires a 
smaller knowledge base, low cost and processing time, in addition to 
allowing its use in embedded systems. Another feature of this model 
is the flexibility of using modules, depending on the quality and 
quantity of data collected by the sensors. Figure 1 illustrates the 
proposed model. The model is composed of a statistical module 
(Correlation) [7] [8], two Machine Learning (KNN) [9] [10] and 
Decision Tree [11] [12], a Graph module, where an approach is made. 
graphic and positional data collected by the sensors. Each module 
produces a ranking, in the divide and conquer strategy, and the final 
result is given by the higher frequency of partial results. In Section II 
a description of the modules is presented.  
 

 
 
 
 
Section III describes an application of the model. Section IV 
describes the results. In Section V the conclusions are presented. 
 

 
 
Figure 1. Proposed Model. Four modules. Each module produces 
a ranking, in the divide and conquer strategy, and the final result 

is given by the higher frequency of partial results 

MATERIAL AND METHODS  

The context in which the modules that make up the classification 
system in Baropodometric projects are developed is as follows: 
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-  Data were collected from 13 sensors distributed in insole, called 
raw data. 

-  Each individual (U) participating in the experiment presents a set 
of 700 samples from each of the 13 sensors and their respective 
classification of type and footfall. Table I shows the 
classification summary for all individuals participating in the 
experiment and table II shows the data for a
(U1)  

 
The classification, Table I, and the availability of data for each 
participant in the experiment Table2, are described in [2]. For the 
classification, as already mentioned, the MPL Neural Networks [1] 
[2] were used.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Description of Modules: The proposed classification system has 4 
modules. A statistical module (correlation), two inductive machine 
learning modules, KNN and Tree, and a graphical module.

 
Correlation: The term correlation means two-way relationship and is 
used in statistics to designate the degree of force that holds two sets 
together (X, Y). In the context of this work, strength refers to the 
degree of linear dependence, measured by the correlation co
and (X, Y) the data sets refer to the data set generated by the sensors 
and that make up the knowledge base of the proposed model (X), and 
the input data set to sort (Y). The correlation will be stronger the 
closer the coefficient is to –1 or +1, and will be weaker the closer the 
coefficient is to zero. We then do the type of classification and step 
by evaluating the calculation of the correlation coefficient. For this, 
we use the calculation of the Pearson linear correlation coefficient (r) 
given by Equation 1.  
 

 
 

Where: 
SXYis the covariance. 

Table I. Classification of the type and step for the 15 participants o

   Dara: Source: [2] 

Table II. Sample data collected from the 13 sensors for user U1. Raw data 

                       Source:[2] 
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he experiment presents a set 
of 700 samples from each of the 13 sensors and their respective 
classification of type and footfall. Table I shows the 
classification summary for all individuals participating in the 
experiment and table II shows the data for a given participant 

The classification, Table I, and the availability of data for each 
participant in the experiment Table2, are described in [2]. For the 
classification, as already mentioned, the MPL Neural Networks [1] 

The proposed classification system has 4 
modules. A statistical module (correlation), two inductive machine 
learning modules, KNN and Tree, and a graphical module. 
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used in statistics to designate the degree of force that holds two sets 
together (X, Y). In the context of this work, strength refers to the 
degree of linear dependence, measured by the correlation coefficient 
and (X, Y) the data sets refer to the data set generated by the sensors 
and that make up the knowledge base of the proposed model (X), and 
the input data set to sort (Y). The correlation will be stronger the 

and will be weaker the closer the 
coefficient is to zero. We then do the type of classification and step 
by evaluating the calculation of the correlation coefficient. For this, 
we use the calculation of the Pearson linear correlation coefficient (r) 

 
Eq (1) 

 

Sx and Sy represent the standard deviation, respectively, of the x and 
y variables. 
 
For raw data (without covariance or standard deviation) the Pearson 
correlation coefficient (r) is given by 
 

An estimate to classify the degree of correlation depends on the 
problem addressed, but in general, it can be classified as described in 
Table III  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Machine Learning: Figure 2 shows the scheme of 
basically consists of a knowledge base and a learning algorithm. Data 
are structured in attributes, and in the case of supervised learning, the 
class of each set of attributes [9] [
in the training of the learning algorithm and another part is used to 
test the performance evaluation of the LM. The more data used in 
training the better the performance of the LM and the more data in 
training can be obtained with the increment of the base.
 

Figure 2. Schematic representation of a LM. with a knowledge 
base with one dataset for training and one for testing, 

learning algorithm

Classification of the type and step for the 15 participants of the Baropodometric experiment
 

 
Table II. Sample data collected from the 13 sensors for user U1. Raw data 
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Table III. Estimate for ranking the degree of correlation 
 

degree of correlation Absolute Value Classification 

0.9 -1.0 very strong 
0.7 - 0.9 strong 
0.5 (0.7) moderate 
0,3 - 0,5 weak 
0.0 - 0.3 null 

 
Among the learning algorithms, the most popular are: KNN, Decision 
Tree, SVM and ANN [9] [10] [11]. For the experiment to be shown in 
this article, we chose the KNN and Decision Tree for its lightness in 
both the algorithm and the knowledge base, transparency, flexibility 
and speed. 

 
KNN Learning Algorithm: KNN (K-Nearest Neighbors) [12] [13] is 
a supervised learning algorithm that classifies inputs using a 
prediction method that uses the distance between the current input 
and its k nearest neighbors in the training set to define what will be 
the result of its prediction and consequent classification. These 
distance measures can be: Euclidean, Manhattan and Minkowski 
distance [13]. Given two vectors X= (X1, X2,,X3, ....., Xn) and Y=(Y1, Y2, Y3, 

..Yn) the  Minkowski distance is defined by Equation 3, as: 
 

 

If p=1 the distance is Euclidean, if p=2 it is Manhattan 
 
With the chosen distance, the algorithm calculates the distance of the 
new instance with the training data, and gathers the k closest 
instances. If k=3, for example, the 3 closest instances are selected. 
Once the instances are selected, the classification is determined such 
that the class with more representatives in the neighborhood ends up 
being the class of the new instance. Figure 2 illustrates the process of 
choosing the class for 3 and 6 neighbors. 
 
Decision tree learning algorithm: Decision Tree is an induction 
learning algorithm. The decision tree induction process has the 
function of recursively partitioning a set of training until each subset 
obtained from this partitioning contains cases of a single class [14]. 
 

 
 

Figure 2. Choice of two possible class for 3 and 6 closest 
neighbours 

 
A decision tree takes as input an object or situation described by a set 
of attributes, which in this case are the readings of the set of sensors 
distributed in insoles and returns a decision on the classification of the 
type and tread. The classification tree is the result of asking an 
ordered sequence of questions, and the questions asked at each step in 
the sequence depend on the answers to the previous questions. The 
sequence ends in a preview of the class. The starting point of a 
classification tree is called the root node and consists of the entire 
learning set, and is at the top of the tree. A node is a subset of the 
attribute set, and it can be terminal or non-terminal. A non-terminal 
node is a node that splits into child nodes. Such division is 
determined by a condition on the value of a single attribute, which 

will divide the examples according to the condition, in other nodes. A 
node that does not split is called a terminal node, and it is assigned a 
class. Each example in the set falls into one of the terminal nodes 
[14]. Figure 3 illustrates the decision tree classification. 
 

 
 

Figure 3. Example of partitions in decision trees, Source [14]. 
 

Graphic Template: Often the set of attributes for the various 
knowledge base entries have a strong linear dependence, that is, 
despite the various pre-processing resources, it is not possible to find 
a linear separation between them, which makes the classification 
process difficult. new examples. In this case, the dimensional change 
of the problem can minimize the classification errors of new 
examples. Figure 4 illustrates the dimensional shift from numerical 
data to a graphical dimension. Data is viewed from a visual 
perspective. Each rectangle in the insole design represents the 
intensity of a sensor. 
 

 
 

Figure 4. Mapping the data generated by the sensors to a 
graphical dimension 

 
For the classification, specific image recognition algorithms or KNN 
and Decision Tree or even brute force can be used. 
 
Application of the Method: The scenario in which the method was 
applied is described in section II. There are 4 steps to wine tasting: 
 

Steps 
 

Step 1: From the 15 users that participate in the experiments, we 
chose the first ones that don't repeat type classification and stepping, 
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to compose the knowledge base. Table IV shows the selection (in 
blue) . 5 users are chosen to compose the base, with their proper 
ratings. 
 

Table IV. Selection of users to compose the Knowledge Base, in 
blue 

 

 
 

Step 2: Apply modules individually: 
 
Correlation: in this case the correlation is calculated in pairs of 
attributes from the base and the data entered for classification. Then, 
the correlation analysis and classification is performed by selecting 
the maximum correlation. 
 
KNN: With the knowledge base established, new users are classified 
using the KNN algorithm for 1 nearest neighbor KNN-1. 
 
Decision Tree: Once the knowledge base is established, classification 
is performed using the Decision Tree algorithm. 
 
Application of the graphic model; after the mapping shown in Figure 
4. a comparison is made between the images that make up the 
knowledge base and the example to be classified. Although the image 
base is small, the analysis is positional of the intensity of the pixels 
that represent the sensors.  
 

Step 3: After applying the modules and obtaining the individual 
classification of each one, select the classification with the highest 
occurrence. 
 
Development environment: The experiments were carried out: in the 
following environment. 
 
Hardware: Notebook SONY VAIO Notebook, 4GB, 2.5GHz, 64-bit. 
Software: Framework Spyder3, Python 3.7.3, numpy, pandas 1.16.4, 
scipy.org, sklearn-0.21.2, scikit-learn.org, OpenCV 3.4. 

RESULTS 

Various combinations of modules were used and the results are 
described in Table V where various combinations of modules and 
classification performance are shown. Two simple performance 
measures were used, one being the number of correct answers in 
relation to the number of participants who are not in the base 
composition, in this case, 10. Another measure is the number of 
correct answers in relation to the total number of participants, who are 
15. 
 

Table V.  System performance for various composition of the 
proposed modules 

 

Composition Classification/10 Rating/15 
DT3 0.4 0.6 
KNN. 0.4 0.6 
Correlation 0.6 0.73 
Graphic 0.6 0.73 
DT3+KNN+Correlation 0.7 0.8 
DT3+KNN+Correlation+Graph 0.8 0.87 

 
The results show that depending on the quality of the type and step 
data generated by the sensors, the system can be adjusted, with 
insertion or removal of modules and change of parameters to increase 
performance. A response time of around 10 seconds was also 
observed.  

DISCUSSION 

The purpose of this article is to show an alternative to type and step 
classification in Baropodometric systems. As observed in the 

literature, Multi-Layer Perceptron Neural Networks (MLP) are 
frequently used for classification. These networks require a high 
computational cost and a knowledge base with a large amount of data, 
in addition to not being transparent (black box). The data manipulated 
in this work was provided by the project described in reference [2]. A 
reference to evaluate the model proposed in this work is that we used 
only raw data provided by sensors in the insoles, while in the original 
project [15] it was necessary to add inertial data to improve the 
performance for classification. So, the results show that it is possible 
to build a lighter, more flexible, faster and more shippable 
Baropodometric classification system. 
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