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ARTICLE INFO                                       ABSTRACT 
 
 
 

This study examined the Multivariate analysis of Chemical Components of Tobacco Leaves using 
Canonical Correlation Analysis which seeks to identify and quantify the association between two 
sets of variables. The paper focused on using Canonical Correlation Analysis to analyze data on 
chemical components of 25 tobacco leaf samples. The multivariate data satisfied the normality 
assumption. The data for this study, which contains three criterion measures and six predictor 
variables, were analyzed using the “SAS” statistical software package. Based on the results 
obtained, and the hypotheses carried out, it was revealed that out of the three sample canonical 

correlations, the first two ( )842.0ˆ,933.0(ˆ
21 
   are significant, while the third one 

(


3̂ = 0.373) is insignificant. The analysis also revealed that the first sample canonical variate, 

1Û , of the criterion measures is a “better” representative of its set than the first sample canonical 

variate, 1Û , of the predictor variables of its set. 
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INTRODUCTION 
 

In many research settings, the social scientist encounters a 
phenomenon that is best described not in terms of a single 
criterion but, because of its complexity, in terms of a number 
of response measures (William and Matthew; 1984). In such 
cases, interest may center on the relationship between the set 
of criterion measures and the set of explanatory factors. In a 
manufacturing process, for instance, we might be concerned 
with the relationship between a set of organic chemical 
constituent variables, on the one hand, and various inorganic 
chemical constituent variables on the other hand, as it is 
applicable in this paper. In the business or economic fields, we 
might be interested in the relationship between a set of price 
indices and a set of production indices, with a view towards 
(say) predicting one from the other. The study of the 
relationship between a set of predictor variables and a set of 
response measures is known as canonical correlation analysis. 
Canonical correlation analysis seeks to identify and quantify 
the associations between two sets of variables (Johnson and 
Wichern; 1992).  
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Canonical correlation analysis focuses on the correlation 
between a linear combination of the variables in one set and a 
linear combination of the variables in another set. The idea is 
first to determine the pair of linear combinations having the 
largest correlation. Next, we determine the pair of linear 
combinations having the largest correlation among all parts 
uncorrelated with the initially selected pair. The process 
continues. The pairs of linear combinations are called the 
canonical variables, and their correlations are called canonical 
correlations.  The canonical correlations measure the strength 
of association between the two sets of variables. The 
maximization aspect of the technique represents an attempt to 
concentrate a high-dimensional relationship between two sets 
of variables into a few pairs of canonical variables.  With a 
growing number of large scales genomic data the focus these 
days have been in finding the relationship between two or 
more sets of variables. One of the classical methods that can 
be used in cases when we have two set of variables from the 
same subject is Canonical Correlation Analysis (CCA) but it 
lacks biological interpretation for situations in which each set 
of variables has more than thousands of variables. This issue 
was first addressed by Parkhomenko et al. (2009) who 
proposed a novel method for Sparse Canonical Correlation 
Analysis (SCCA). 
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Recently there are a few other proposed methods to find 
relationship between two sets of variables based on different 
penalty functions but there are very few comparative studies 
that have been done so far. A few of the proposed methods are 
Waaijenborg et al. (2008) who used SCCA to find 
relationships between the effect of copy number alterations on 
gene expression and progression of glioma, Witten and 
Tibshirani (2009) used SCCA to find association between 
gene expression and array comparative genome hybridization 
(CGH) measurements, Parkhomenko et al. (2009) and 
Waaijenborg et al. (2009) used SCCA technique to find 
correlation between Single-nucleotide polymorphism (SNP) 
and gene expression data, and Lee etal. (2011) used SCCA 
approach to find association between gene expression and 
proteomic data. SCCA was first introduced by Parkhomenko 
et al. (2009) in which a sparseness parameter controls how 
many variables will be included from each data set. The 
algorithm proposed by Witten et al. (2009) for computing 
Sparse CCA is similar to that of Waaijenborg et al. (2008). 
Waaijenborg et al. (2008) penalized the classical CCA as an 
iterative regression and then applied an elastic net penalty to 
find the canonical vectors. The elastic net is a combination of 
ridge regression and lasso. For more detail about ridge 
regression, see Hoerl (1962). 
 

MATERIALS AND METHODS 
 

The method of analysis used in this study is the Canonical 
Correlation Analysis. This paper shall focus on how to analyze 
a sample of 25 samples of tobacco leaf for organic and 
inorganic chemical constituents in a manufacturing company 
using the SAS Statistical Software Package. 
 

Canonical Variates and Canonical Correlations 
 

In this paper, we shall be interested in measures of association 
between two groups of variables. The first group of p variables 
is represented by the (p  1) random vector X(1). The second 
group of q variables is represented by the (q  1) random 
vector X(2). We assume, in the theoretical development, that 
X(1) represents the smaller set, so that p  q. 
 

For the random vectors X(1) and X(2), let 
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It will be convenient to consider X(1) and X(2) jointly, so, the 
random vector 
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has mean vector 
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and covariance matrix  
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The covariances between pairs of variables from different sets 
– one variable from X(1), one variable from X(2) – are 
contained in 12 or, equivalent, in 12. That is, the pq elements 
of 12 measure the association between the two sets. When p 
and q are relatively large, interpreting the elements of 12 
collectively is ordinarily hopeless (Johnson and Wichern; 
1992). Moreover, it is often linear combinations of variables 
that are interesting and useful predictive or comparative 
purposes. The main task of canonical correlation analysis is to 
summarize the associations between the X(1) and X(2) sets in 
terms of a few carefully chosen covariance (or correlations) 
rather than the pq covariance in 12. 
 

Linear combinations Z = CX have 
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and provide simple summary measures of a set of variables. 
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for some pair of coefficient vectors a and b. Using Equations 
(5) and (6), 
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We shall seek coefficient vectors a and b such that 
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is as large as possible. We then define: 
 

The first pair of canonical variables are the pair of linear 
combinations U1, V1 having unit variances, which maximize 
the correlation in Equation (8); 
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The second pair of canonical variables are the linear 
combinations U2, V2 having unit variances, which maximize 
the correlation in Equation (8) among all choices which are 
uncorrelated with the first pair of canonical variables. 
 

At the kth step 
 

The kth pair of canonical variables are the linear combinations 
Uk, Vk having unit variances, which maximize the correlation 
in Equation (8) among all choices uncorrelated with the 
previous k – 1 canonical variable pairs. 
 
The correlation between the kth pair of canonical variables is 
called the kth canonical correlation. If the original variables 

are standardized with Z(1) =  )1()2(
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Here Cov(Z(1)) = 11, Cov(Z(2)) = 22, Cov(Z(1), Z(2)) = 12 = 
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It should be noted that: 
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canonical variate Uk, then 
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Identifying the Canonical Variables 
 

Even though the canonical variables are artificial, they can 
often be “identified” in terms of the subject matter variables. 
This identification is often aided by computing the correlations 
between the canonical variates and the original variables. 
These correlations, however, must be interpreted with caution. 
They only provide univariate information in the sense that they 
do not indicate how the original variables contribute jointly to 
the canonical analyses. For this reason, many investigators 
prefer to assess the contributions of the original variables 
directly from the standardized coefficients in Equation (9). 
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that the vectors of canonical variables are 
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where we are primarily interested in the first p canonical 
variables in V. Then  
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Similar calculations for the pairs (U, X(2)), (V, X(2)) and (V, 
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Canonical variables derived from standardized variables are 
sometimes interpreted by computing the correlations. 
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The correlations are unaffected by the standardization. 
 

The Sample Canonical Variates and Sample Canonical 
Correlations 
 

A random sample of n observations on each of the (p + q) 
variables X(1), X(2) can be assembled into the ((p + q)  n) data 
matrix 
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The vector of sample means can be organized as 
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Similarly, the sample covariance matrix can be arranged 
analogous to the representation in Equation (4). Thus 
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The first pair of sample canonical variates is the pair of linear 

combinations 11 V̂,Û  having unit sample variances that 

maximize the ration in Equation (19). 
 
In general: the kth pair of sample canonical variates is the 

pair of linear combinations kk V̂,Û  having unit sample 

variances that maximize the ratio in Equation (19) among 
those linear combinations uncorrelated with the previous k – 1 
sample canonical variates. The sample correlation between 

kÛ  and kV̂  is called the kth sample canonical correlation. 
 

Data Presentation 
 

The data used for this research was extracted from Neil H.T. 
(2002), Applied Multivariate Analysis, Exercises 4.3 page 
216. A sample of 25 samples of tobacco leaf for organic and 
inorganic chemical constituents was used for the study. The 
dependent variables considered are defined as follows: 
 
Y1 : Rate of cigarette burn in inches per 1000 seconds 
Y2 : Percentage sugar in the leaf 
Y3 : Percentage nicotine 
 

The fixed independent variables are defined as follows. 
 

X1: Percentage of Nitrogen 
X2: Percentage of Chlorine 
X3: Percentage of Potassium 
X4: Percentage of Phosphorus 
X5: Percentage of Calcium 
X6: Percentage of Magnesium 
 
Table 1 shows the three dependent variables (Organic 
Chemical constituents) and six Explanatory variables 
(Inorganic Chemical constituents) of 25 samples of tobacco 
leaf. 
 

Data Analysis 
 

The organic chemical constituents, X(1), and the inorganic 
chemical consttuents X(2), were defined as: 
 

 

 

  





































nicotinePercent

leaftheinsugarPercent

seconds1000perinchesinburncigaretteofRate

1

3

1

2

1

1

(1)

X

X

X

X
 

 

























































Magnesium of Percentage

      Calcium of Percentage

Phosphorus of Percentage

   Potassium of Percentage

     Chlorine of Percentage

  Nitrogen   of Percentage

)2(
6

)2(
5

)2(
4

)2(
3

)2(
2

)2(
1

)2(

X

X

X

X

X

X

X

 
 

20         International Journal of Development Research, Vol. 3, Issue, 9, pp.017-023, September, 2013 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Responses for variables X(1) and X(2) were recorded on a scale 
and then standardized. The sample correlation matrix based on 
25 responses is: 
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The min(p, q) = min(3, 6) = 3 sample canonical correlations 
and the sample canonical variate coefficient vectors are 
displayed in Table 2. 
 

For instance, the first sample canonical variate pair is  
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with sample canonical correlation 
*
1̂  = 0.933. The results 

above were taken from the SAS Statistical software output 

shown in Appendix. To provide interpretation for 1Û  and 1V̂ , 

the sample correlations between 1Û  and its component 

variables and 1V̂  and its component variables were computed. 

Also, we provide the sample correlations between variables in 
one set and the first sample canonical variate of the other set.  
 
Again, the second sample canonical variate pair is  
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The sample correlations between 2Û  and its component 

variables and 2V̂  and its component variables were computed, 

and presented in Table 4. 
 

Estimating Proportions of Explained Sample Variance 
 

Using the table of sample correlation coefficients presented in 
Table 3, we compute 
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    = 0.359
 

 

The first sample canonical variate, 1Û , of the organic 

chemical constituents set accounts for 57% of the set’s total 

sample variance. The next sample canonical variate, 1V̂ , of 

the organic chemical constituents set accounts for 49.6% of 
the set’s total sample variance. The first sample canonical 

variates, 1V̂  and 1Û , of the inorganic chemical constituents 

set explains 31.2% and 35.9% respectively of the set’s total  
 
 

Table 1: The Tobacco Data 
 

Subject ID 
Dependent variables Independent variables 

Y1 Y2 Y3 X1 X2 X3 X4 X5 X6 
1 1.55 20.05 1.38 2.02 2.90 2.17 0.51 3.47 0.91 
2 1.63 12.58 2.64 2.62 2.78 1.72 0.5 4.57 1.25 
3 1.66 18.56 1.56 2.08 2.68 2.40 0.43 3.52 0.82 
4 1.52 18.56 2.22 2.20 3.17 2.06 0.52 3.69 0.97 
5 1.70 14.02 2.85 2.38 2.52 2.18 0.42 4.01 1.12 
6 1.68 15.64 1.24 2.03 2.56 2.57 0.44 2.79 0.82 
7 1.78 14.52 2.86 2.87 2.67 2.64 0.5 3.92 1.06 
8 1.57 18.52 2.18 1.88 2.58 2.22 0.49 3.58 1.01 
9 1.60 17.84 1.65 1.93 2.26 2.15 0.56 3.57 0.92 

10 1.52 13.38 3.28 2.57 1.74 1.64 0.51 4.38 1.22 
11 1.68 17.55 1.56 1.95 2.15 2.48 0.48 3.28 0.81 
12 1.74 17.97 2.00 2.03 2.00 2.38 0.50 3.31 0.98 
13 1.93 14.66 2.88 2.50 2.07 2.32 0.48 3.72 1.04 
14 1.77 17.31 1.36 1.72 2.24 2.25 0.52 3.10 0.78 
15 1.94 14.32 2.66 2.53 1.74 2.64 0.50 3.48 0.93 
16 1.83 15.05 2.43 1.90 1.46 1.97 0.46 3.48 0.9 
17 2.09 15.47 2.42 2.18 0.74 2.46 0.48 3.16 0.86 
18 1.72 16.85 2.16 2.16 2.84 2.36 0.49 3.68 0.95 
19 1.49 17.42 2.12 2.14 3.30 2.04 0.48 3.28 1.06 
20 1.52 18.55 1.87 1.98 2.90 2.16 0.48 3.56 0.84 
21 1.64 18.74 2.10 1.89 2.82 2.04 0.53 3.56 1.02 
22 1.40 14.79 2.21 2.07 2.79 2.15 0.52 3.49 1.04 
23 1.78 18.86 2.00 2.08 3.14 2.60 0.50 3.30 0.80 
24 1.93 15.62 2.26 2.21 2.81 2.18 0.44 4.16 0.92 
25 1.53 18.56 2.14 2.00 3.16 2.22 0.51 3.37 1.07 
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sample variance. We might infer that 1Û  of the organic 

chemical constituents is a “better” representative of its set than 

1Û  of the inorganic chemical constituents is of its set. 
 

Using the table of sample correlation coefficients presented in 
Table 4, we compute 
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Test of Significance of the Canonical Correlation 
 

The first two canonical correlations, 
*
1  and 

*
2 , appear to be 

nonzero, small deviations from zero will show up as 
statistically significant. From a practical point of view, the 
third sample canonical correlation can probably  be ignored 
since (i) it is reasonably small in magnitude and (ii) the 
corresponding canonical variate explains very little of the 
sample variation in the variable  sets X(1) and X(2). Thus from 
the SAS output in Appendix, the p-values for both the first and 
second canonical correlation are small, implying that they are 
significant, while the third canonical correlation is 
insignificant because of the high p-value observed. The SAS 
output revealed that there is a relationship between the organic 
chemical constituents and the inorganic chemical constituents. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Conclusion 
 

In light of the discussion in the analysis above, it is desirable 

to conclude that 1Û  of the organic chemical constituents is a 

“better” representative of its set than 1Û  of the inorganic 

chemical constituents is of its set. Again, it can be concluded 
that canonical relations exhibited by the organic chemical 
constituents-inorganic chemical constituents’ data proved 
statistically significant in the first two canonical correlations, 
and statistically insignificant in the last (third) canonical 
correlation. Finally, we concluded that relationship exists 
between the organic chemical constituents and the inorganic 
chemical constituents of the Tobacco leaf samples. 
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